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Abstract

This report provides an ovettvéw ob t ot ype Del i ver abl e D4,

which includes all current versions of software components developed in WP4 for supportin
analysis of water consumption data dtenhcauseholirstwe describe the data management

engin€T4.1jor storing water consumption data, as well as contehdodbdatgwvepresent
ourwork on developing the pattern receymitibdetect(d.2)as well dee persdmzation

framewo(K4.3).
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Executive Summary

This report provides an o \ensumereData Arfalysts lEempdhen
that includes the implamen of the following software @ajifacdsita management engine for
water consumption data, (b) a pattern and event detection framework and (c) a personaliza
The development of software components of T4.2 and T4.3nfplbdvisettentplarproject, and
thus the availability of highly granular water consumption data. Consequently, the curre
pattern recognition, forecasting and event detection have been developed and evaluated ag
consumptiortadaf low granulaaityp€st Aggreggte@ur work towards improving and finalizing the
software components will continue throughout the course of WP4, based on highly g
consumption data generated duringfithegn@ioed, labelad well as user feedback to evaluate th
pattern recognition and personalization facilities.

The database engine and the algorithm on joint pattern forecasting have already been i
DAIAD@home prototypes. As development contimgeso Weeatengoihe database engine and
enhance the algorithms for pattern detection, forecasting and personalization. Our goal is
components implemented, fully tested and integrated into DAIAD@home application by N
begin theser tria{Prototyfize | i ver abl e D4. 2. 1}3)JDAUAD@home s

The remainder ofdbuamend structured as follows.
Section 1 provides an overview of the Prototype Deliverable D4.1.1.

In Section 2,preserdurprogress on the imptatimanof the data managemerfehdihevhich
supporthe acquisition, storage, querying and arcHimegwHteealonsumptionasateell as

contextual datag( user profitathedemograghithe data engine nwdatggenerated from a
single household by one @AWBDE@feel devices, as well as smart (Wateaitabte)s

In Section 3, we present our work on researching and implementing novel methods for per
recognition, consumption foremamtindetection (T4.2) and personalized recommendations (T
the household level. Given their strongly intertwined nature and the fact thepemidsonalizati
on pattern recognition, during this period we have emphasized thattieenaeprgaitiaf and
forecasting facilities. First, we present our analysis on three water consumption datasets,
evaluation of state of the art approachesrif@s fonecasting on these datasets. Next, based ot
findings on tipeaficities of water consumption data and on the discovered shortcomings of c
series forecasting algorithms, we describe our development of two novel algorithms:
Forecasting algorithm that jointly handles pattern recogpastngatakks, and (b) a Model
Change Detection algorithm that optimizes the training, and, thus, the precision of forecas
by identifying points in time where the model/behavgarielstobanmges. Finally, we present ou
advamenents on exploiting the currently implemented pattern recognition and forecasting
event detection, alerting and personalized recommendation functionalities
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Abbreviations and Acronyms

ANN Artificial Neural Network

API Applicati®trogramming Interface
ARIMA Autoregressive Integrated Moving Average
BLE Bluetooth Low Energy Bluetooth

CLR Classed Linear Regression

ENET  Elasticet regularized Linear regression
IT™ Iterative Training Method

JSON  JavaScript Object Notation

MAPE  Mean Average Percentage Error

MAE Mean Absolute Error

NMAE Normalized Mean Absolute Error

LAR Linear (AdtfRegression

REST Representational State Transfer

SR Sequential Regression

SVM Support Vector Machines

SVR Support Vector Regression

SWM Smart Water Meter
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The

1 Overview

Prototype Deliverable D4. 1.1 YConsumer

the context of Tasks 4.1, 4.2.3andghich along with the appropriate intefve@idrs

3 Su
sof

T

stainability Dashboardij, are packaged t
tware for trialsA). Un summar y:

T4.1 provides the data management engine for efficiently storing, managinge and que
water consptmon data and metadata (SWMs and ampéaiem@pihe supports two modes of
operation (local and-bemetl) and is also responsible for feeding all other componen
water consumption data (T4.2, T4.3, D3.2.1).

T4.2 and T4.3 receive watertmonsglamapfrom the data engine of T4.1 and deliver anal

and insights for individual households. Their output is conveyed to consumers
interventions of D3.2.1.

D4.2.1, i.e. the DAIAD@home mobile and web applications, combigseftalaref the at
components and Ul elements intsustaiseld applications for consumers.

In the following we present the individual components of Prototype Deliverable D4.1.1, ho
with each other, and how they are assembled to AlBI@aomne MAbile application. An overvie
of the architecture in the context of the DAIAD@home mobile applgatdon is shown in

T

At the bottom level, the PiaiEnocated. The Data Engine is powereddgtabasgQLite
and is responsible for storing, indexing and querying application data. Application de
the household member user pngfii@syl device registration and confiptratismd
amphirl/SWNMneasurements. The detailed schema of the databasAneseavdiatdde in
Schema

Stored data is analyzed by #reapats Components which implement algorithms for det
consumption patterns and generating recc
behavior. Moreover, the Data Analysis Components access the DAIADS®&Wer and
consumptidata and analgsssilts generated at the server. The latter provide better insig
the user As water consumption behavior S i
as data for all the users of the utility.

The execution resultsptomally persisted by the Data Engine and visualized using t
interface components presented in DeliveaBle B3t2ali nahi | i ty Wor kb

Lhttps://www.sqglite.org/
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Tables Maps

Ul Elements

Analysis Result
Uses results Presentation

,_J " \ Consumption Pattern and Personalization and
- Exchange Event Detection Recommendation

DAIAD Server Data Analysis nponents Data Provisioning to

Analysis Algorithms

SQlite

DAIAD@home

FiguteConsumer Data Soatpsisents

NAIAN

REPORJEQNERABLE 10



2.Data engine

In this sectiovgpresendurprogress on the implementation of the data managdnienl engine
which suppottie acquisition, storage, querying and archivegwdteeadanption data and
contextual metadabe data engine nsoh@ggenerated from a single household by one or mc
DAIAD @feel devices, as well as smart(Wateailabtejs

2.1Data lifecycle

The data engine has been developed to efficientlyastbrgeuenamagketime wansumption

data, as well as cantexietadatag. user demographic profiles, )Wwefathsmdégahousehold. As
such, it accommodates the needgeokidead by DelAD @ ferltersensodeveloped in WP2
(Amphiro)bl and a smart water mBMAR Requirdmemtoand Arahigecture
more than dWwIAD@feel devices can be installed in a single household. Further, the
consumption of the household ogiorhonitored by a smart water meter at arbitrary tin
intervals. Consequeh#yengine is responsible for serving the data management, analy
knowledge extraction needmss$ible permutétignonly amphiro bl installed, only smart water
available, multiple amphiro b1l and smart water meter

In addition,etldata engine is integrated in DAIAD@home, the software providing analysis
discovery services, and interventions toarsntdersoafsehold c c or di ng DAKRD De |
Requirements and Arg¢hitectd@d 4 A D @h o me veisiensigbileaand st & mesulit, datat w
managed by the engine of T4.1 may also reside in the DAIAD cloud infrastructure of WP5,
Water Data Engine ofcTh.1 ( Del i ver abl e D5. 1) th enhldd thewaa t e
based operation of DAIAD@home.

An entb-end representation of the lifecycle of water consumption data according to this mod
inFigur@. Specificathg data flow includes the following possible steps.

1. One or more DAIAD@feel devices are paired to DAIAD@home mobile applicati
Bluetooth Low Energy (BLE) specification. Water consumption data is emitted t
application eitheeatimer in datch modiepending whether the mobile device is in th
vicinity of a DAIAD@feel device. The new version of the DAIAD@home mobile
already implemented support for the new, BLE enabled, amphiro bl de\
implementationpsups discovery, pairing and data transfer operations.

2. The water consumption data is stored locally in the mobile version of DAIAD@hor
data is processed locally using the algorithms developed in Tasks 4.2 and 4.3. M
analysis respland interventions are visualized by the DAIAD@home mobile appli
example of such visualizations is illesjuagd in

NAIAD
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When Internet connectantilédble, data from DAIAD@home is uploaded periodically
Big Water Data Engine of WP5 via theeB BGERtiBEL.R. The existing APl has been
extended in order to support all currently available DAIAD @feel devigesd i.e. Amy
mostly for prototyanagbl devices. Further, it 4srdoturas the API is inherently and
easily extensible to supportetbenn#ctivity needs of future DAIAD@fkel device:
addition to detailed measurements, the API supports the transfer of aggregated
and user prddilas well as a deepl devicentrol capabiliteeg. (alter LCD lisplay

Data is presed by the algorithms developed by Tasks 4.2 and 4.3. The stored
analytical results are visualized by DAIAD@home. The DAIAD@home web a|
provides full support for user profiles, device management and smart water meter |

Daa analysis results, recommendations and contextual data can be aogtiohally upl
the user has aptead this functignélytythe DAIAD cloud infrastructure of WP5
DAIAD@home in order to augment the application functionaéiticand user exper

IS amei e S 3 o o = M ATAR T T~ |
DAIAD Infrastructure

|
| ! |
: : : ameettd
i D Mobile ! N b/ Applicati

| : : pplication
T --
I H—F
! |

L .

SAADGFee Device T T i=iimiiziiz

: | I |
| Ju} : | |
: : | I Big Data Management I
! o Amphiro B1 | : Engine (Hadoop / HBASE) :
1 | | |

|
: | I I

Figug&Data Lifecycle

2.2lmplementation

In this section we present the data management engine of T4.1 in more detail. First, w
database schema and the HTTP APIs used for exchanging datar.withetheweAd AllnSeate
the data management and analysis features offered by the data engine.

2.2.1ocal data management

At the level of the mobile device, data storage is handled by the SQLite database. The d
engine is responsible of storingnagthgndata about users, devices and measurements.
specifically, user data is stored as relational tuples that contain information about the user
authentication and identification data, as well as demographaoclyaerc terssdiesd@, age

For each user there careblr m@ared DAIAD @feel devices. Information for each paired de
also stored as a relational tuple. Since information about devices is highly volatile and the
data schema is pmmddnge very often cupport new devices, firmyarestgahtes storing

NAIAD
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each device property in a single table column, device information is formatted as a Ja
Notation (JSON) document, serialized and stored in msirAgethext woloer of devices is always
small, there are no performance implications from serialization and deserialization of device

Device measurement data is also stored as relational tuples, with the corresgixeding tabl
schean As measurement data is eventually determined by the DAIAD @feel devices, the tab
likely to change too often. Detailed information about the data scAemexisCeataildbleema

Trend £ Devices

Total Device ID

Number of Showers

CONSUMPTION GRAP}

Last Connection
Wh

DEVICE SETTINGS
Name
200 Unit

Currency

0 0 20 30 40 50 60
Shower Number Alarm(L)

IOME TREND COMPARE SETTINGS

FiguBR:DAIAD@#& mobile application

As the DAIAD@home applicationisvedpestat that the user profile scheoummtivilloesly
enhanced by analysis ;rbsnitgnore flexibility is required for storing useNerodilesntly
examine the option of discarding the user and device tables and storing the user and de
external dilon the mobile device local storage. Once more, perfonroblere sncet rmobile
devices in a household haveoa fewglsers (i.e. household members).

2.2.HTTP API

DAIAD@home mobile application requires internet access only for user registration. A
registered, the DAIAD@home mobile appliettiorotfiineopy persisting all data locally using t
Data Engine.

However, the user experience can be greatly improved if the application exchanges data
server. DAIAD@home mobile application has access only to amphiracb&stabéevbiErAIA Dot
server. Simultaneously, the DAIAD server has access to smart water meter which is not

DAIAD@home mobile apphoatihemDAIAD server performanceuypeadsy any mobile device
when it comes to data analysis.

In order to improve the functionality of DAIAD@home mobile application the following
provided for exchanging data between the application and the server:

1 Data API: Uploads amphiro bl data to the server and supports queringptiistorical
amphiro b1l and smart water meter devices. Smart water meter data can also be a
demand per daily, weekly, monthly or yearly basis. Moreover, detailedtitime series
amphiro b1l water extraction sessions can be fetched.

NAIAD
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Anothemportant feature offered by the Data API is that the users can reinstall the
without losing any of their data. The application will load data on demand automatic
server.

Profile API: Allows users to save and load their profiles to and from the remote serve
allows device registration persistence even when a user installs the application to .
Already paired amphiro b1l devices are aut@teagdahytmegt any user intervention.

Device API: Allows the application to automatically discover amphiro devices register
user but from a difference mobile device. For instance, after a device is registered b
user can acthssnewly registered device from her smartphone.

Message API: Provides user with alerts, recommendations and tips that are generate
after the execution of data analysis algorithms. Moreover, it allows users to recei
announcemefitom the utility such as scheduled water supply disruptions.

All APIs send and receive JSON encoded messages. The documentation of the APIs
https://app.dev.daiad.eu/docs/piitmlAll data received by the server is also persisted loca
the Data Engine and is available even when the application is offline.

2.2.B5imple Datdytics

The Data Engine supports the execution oasatypiehdatallow usdo gain valuable insights
relative to their water consumption behavior. The main data analysis operations supported &

l

T

AggregaticDbomputes simple aggfegatesrt water meted amphiro ddta For smart

water meter data, aggregation is pedonasdble time ifgergadaily total consumption
over the last two w&eksamphiro bl data, aggregates are computed on scalar propertie
volume, energy and temperature over a list of consecutive extraveoageessrngy e.g.
consumptiarthe lastneshowers.

ComparisomBsmised on aggregation results, the Data Engine enables simple data exp
calculating comparisons of smart water meter data over diffeferg. tomepisute rireds

daily total consumptiandiottdanuary of the years 2015 an8i2046 comparisons are
also computed for amphiro bl data over different sequences of éxigaai@nagessions
shower temperature for the last 10 sessions and the 10 seksions before them

AlertsThe Data Enigimpdements simple rules for pattern detection that are validated at
intervals. Whenever a match is detected appropriate alerts are generated. For il
continuous stream of amphiro bl measurements is stored that spanslartorsg intervz
displayed.

Recommendatidise Data Engine augments tkerdatal with remote data downloaded
from the DAIAD cloud infrasisucgutiee HTTP APIs. Using this data, the Data Engine is
compare the user water consumptionob#tevadr dther users with similar demographi
characteristics. If the user water consumption is much higher than the average wate!
useful recommendations are generated to help the user improve her water usage effic

NAIAD
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3.Pattern recognition and forec:

In this section, we describe our work on implementing the currently available algorithms a
the pattern recognition and event detection framework (T4.2) and the personalization frame!
goal of T4.2 is to offeorusmtedoasumption analysis facilities on the household level. Specifi
revolves around three directinesmption forecasting, consumption pattern recognition al
mechanisms on detected consumpimeaeers=nierecasting algorittstisiimothe cornerstone of
T4.2, since two out of the three aforementioned directions are based on them: consumption
event detection/alerting. The goal of T4.3 is to exploit the outcomes operdahdbrauroduci
recommendatoongsers w.r.t. their consumption behavior. Essentially, by being able to ide
grained consumption types (patterns), we aim at mapping specific consumption events or
household users.

During this period, our work focusedyomg idlestspecificities of the water consumption anal
problem, w.r.t. both datasets and current state of the art algorithms, and on developing ne
for performing pattern recognition and consumption forecasting on wateseimsnsimption t
parallel, we have designed and implemented the basic functionality for event detec
mechanisms, and personalized recommendations. The results of our work will be made gre
to the DAIAD trials participants, aclceroeegrent phases of each trial.

3.10verview of work

Our course of work is divided into three phases. The first phase consisted in evaluatil
consumption data we obtained, with respect to specificities of the water consumption anz
and shortcomings of existing methods for forecasting and pattern recognition. The other tw
an iterative process that lasts until the end of the project and include: (a) proposing, imp
assessing novel algorithms and modslsnfitionoforecasting and pattern recognition and
integrating this output into DAIAD system. Our work in thegghtyvdgihagais ithe sense

that the algorithms and models we dountthaoesly revisited and, é@sadced dpanularity,
richness and volume of the data that we obtain at each period of the project. Further, we |
implemented models for consumpsenesnamalysis are made available to the end users (e.
DAIAD trials users) as fdatueeBAAD system, after they have been assessed on as many, d
complex water consumption datasets as possible. Next, we provide a brief overview of th
current results produced by each phase.

During the first phase, we focusdgirumn téie data at hand, i.e. consumgeinastimeduced
either by Smart Water Meters or by Amphiro metering devices. These comprised an initie
obtained from previous works (SWM data gathered by AMAERI 2aed3.2egtidmphiro
shower events from previous studies, 3ge)Sbatibelped us perform an evaluation of state of 1
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art forecasting algorithms. Our evaluation focuseoh eonsuonption forecasting on individua
households, sitlus is the main focus of WP4. This study provided three major findings:

0] Poor performance on individual fordlosstistgte of the artsdnes forecasting
algorithms perfqroorlyon the task of stewmh forecasting on individual household
consumption tseeies, mainly due to the low canonicitysefigse time

(i)  Timel/volume shifting of consumptiof cexsembgtion patterns that correspond to th
same real world eventgaling a shower) often demonstrate variations on their t
mean time of occurrence, duration and volume.

(iii)  Consumption model/behavior clhargefen the case that the consumption behav
changes irrespectively of seasonal changes, dusst@mbaddynous factors, such as
vacation, change in household members, financial reasons, etc. (see also the anal
4 of deliverabl e [AD4]1 ISt ate of the art

These findings guided our work in the next two phases.

During theecond phase of our work, we proposed two novel algorithms towards handling is
(iii) identified above. Specifically, we defined and implemented a modehehaizednsider
consumption pa#edastivity zomghin each day andhemsto jointly solve the problems of patterr
recognition and consumption forecasting. The proposed algorithm increases the forecasting
underlying machine learning model (Support Vector Regression) and achieves high accur
whether a specific consumption activity will take place the3néxt day (Section

Further, for handling (iii), we proposed an orthogonal method idthtonatofbefappVeral
machine learning algorithms feerigmdorecasting. Our algorithm optimizes the training
forecasting model by identifying the most suitable historical -perrgsirithdterépresents a
change in the behavioofnibeetiimgeries. The novelty (and major difference compared to ex
change point detection methods) lies in that the algorithm taked$fedbvaeoetsine thained
machine learning model in order to identify the point of gpasegk. mMdibodr significantly
improves the forecasting precision of three different machine learning algorithms (St
Regression, Elasticegularized Linear regression and Artificial Neural Nee§wvork) (Section

As mentioned before, the development and assessment of the implemented algorithms foll
process, according to which the algoriévalsatredrand enhanced, upon ibe proew water
consumption datasets. Given that, the aforementioned algeagbassemilbbehighly granular
water consumption data that will be obtained from the trials, which will help us further i
accuracy.

The third phase censgishtegrating the outcomes of oupneseéadctvork into DAIAD@home. As
stated above, this is an iterative process that involves the thorough and recurring asst
algorithms on real world data and users.

In the following-settions, @escribe in more detail the datasets at hand; the study we perforn
the insights we gained; the two novel algorithms we have implemented and evaluated for (
recognition and consumption forecasting, and (b) consumptiomuimd¢lochanddadecasting

optimization; and our current work on implementing event detection and personalization f:
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DAIAD system. We note that implementation details on the algorithms that are described n
in the Annex (i568.3.

3.2Datasets Description and Analysis

For the evaluation eithent wose used thi(@adifferent datasetsvater consumption

1 Amphiro historislawer datd8hower water copsion events, measured by Amphiro al
monitoring device
1 Individual historical SWNhdatalual household water consumption, reasivee by
Meters (SWM), with hourly granularity
1 Aggregdiistorical SWM .dedgregate water consuommioitiple households, measured by
SWM, with hourly granularity.
Each of these datasets represents a distinct type of water consumption data that has diff
and requirements. Next we describe each ofshosketakase

3.2.Amphiro historical shower data

The first dataset cons(afjsstiower extraction events, measuring the total volume of water 1
shower, from Amphiro al devices, and (b) detailed demographic information, produced in tr
external study performed by Amphiro on 77 Swisgduusedatdsement does nothaclude t
timestamp of the consummverner it is accompanied loatmst@h as the duration of the
shower, the water temperature;rdte dbvthe water,ithmber of stops throughout the shower (e.c
while soaping) and the duration gfsthEhst@omplete list of included metadata for each sh
extraction is providadriax: Evaluatabasets

The forecasting problem in this dataseposdisistg the consumption of the next shower, given
information of the previous sholrigigdiwe can see an example of a sequence of consumg
events (showé&mn thAmphiro histordedhset

@ Ty
Eg- |T ||| ﬁ I 1 (IIT| p' ||| I T
39 '|TT Ll I / I||I ||| || I||| |
c || |I| 1 1 Tuiet | I
G o NI AN |
'g_ﬁ‘ i ||||||| |'|||"| ¢|i'|i| ||| I|'|| |

A 1 (L lal el [lpdele [] 6]
o VAV YT
O SR : l&@é LL

| | |

0 10 20 30 40

Shower id

FigufeSequence of shower events measured by Amphiro al

For this dataset, it is obvioesitldatipes or otherrehaged effects cannot be identified due to th
lack of timestamps. By oliSguridhghere seem to be some patterns in the sequence of consun
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(e.g. a single high consumption is usually followed by a few smaller ones). Another obs
appearance of disdestges of very high, medium and low water consumpigum&waentann

see a histogram of the consumption values corresponding to these saswirs, which
aforementioned observation: the clusters of values that seem to form in the histogram sugg
of discrete classes of showers of low, medium andsigtptiater

o

o —

o —

’Hm”ﬂ%ﬂ . i

100 150 200 250 300
Consumption (Litres)

No. of Occurrences

FigukeHistogram of Amphireradoskumptions

The awmorrelogramHFiguré depicts the linear correlation of the consumption of each shower
previous ones. Fed agxie pravidgs Ilthe correladidbnweshaivergs with themtse
and value 35} respectively the correlation
blue horizontal lines, that represent the level of statistical sigudlgangh, reanredatthe small
length of the tiseeies does not provide enough samples for confident estimation. The i
correlation does not pass the level of statistical significance for any previous values.

The above observations suggestiéhdabimodel this kind of data, the algorithm requires to be a
identify the different classes of water consumption and model patterns between discrete
because the sample of observed showers grows relatizehehoevs(@gy)lthe algorithm
needs to be able to recognize patterns from small samples.

<
=

@
S

Correlation
02
|

Lag (Shower Count)

FiguBAutoorrelograngbhiro al shower consumptions

We note that, in order to be able to graphically demonstrate our firftjngss wengervitgda
single household, out of the 77 available. However, the aforementioned analysis was perfor
of the available data, with similar findings. Indicagx&ipwear sequencegprovide sets of
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figures representing consumption events (consumption sequences, histograms and cor
households of different demographics. The observations for these consithpgtienoaesnts alic
made in our example above.

3.2.2lndividbadtoricdWM data

The second dataset consists of hourlge3Wa/fbimle 000 households in Alicante (selected randc
covering a time period of a whole year Sidd. Jolgn2d13 t8 @QWune 2014 (8.6M records). The
value that each meter outputs corresponds to the total water consumption of the household
has been activated. Each measurement includes the id of the SWM, the timestamp of the n
the measuredsoomption. The exact schema of eatdasecendent is providewhé&x: Evaluation
datasets

In order for the data to become more suitabjerftrmiBewe, uge performed a set of required
transformation and cleaning processes. In total, this resulted to the rehenviibijORP00 out o
timeseries.

1 Hourly Consumption diffe@ancdataset includes consumption Differeraé fiiausu
previous measurement value) as an optional field. Howsarees rmoatysimsealgorithms
require as input the difference in consumption between two consecutive measurem
reason, we added the Difference field whesimgt wabemisiginal dataset.

1 Missing and tishéted hourly d&wasome cases, measurements are not always provided
exact-lour intervals. Specifically, a measurement might be comisketdlpskippede
provided earlier or later etkestly 1 hour. This can be attributed to several facto
malfunctioning SWM, temporal RF connectivity issues, third party SWM data softwa
However, (a) mostd@émes analysis algorithms require as input fixed time intervals &
casecutive measurements, and-dé)iesmeggregation (see $&cBoaquires that all
timeseries aatignetd each other, containingremeaists for the exact same time intervals.

To addredeese issues we performed linear infddpd2iioewe divided the time axis in
minutes, distributed the consumption of each measurement equally to the minutes o
between tlarrent measurement and the prevandstioee added up the minutes of each
hour to restore the dataset to the standard time resolution of one hour. This proces
the assumption that the consumption is performed uniformly in each interval.

Figuré demonstrates the aforementioned process. Let the black circles at time 1.0, 3.
the measurements we have obtained from the SWM. The nmeas2i@rnsemissing,

while the measurement for time 4.0 is shifted to time 4.5. However, the measuremen
includes the aggregate consumption value until this time. Thus, considering a uniforn
in the interval [1.0, 3.0], we obtaonsbhmption value for time 2.0 (red circle). Simila
having the measurements of time 3.0 and time 4.5, we can obtain the value for time 4
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Figu&Timseries interpolation

1 Negative valuesthis dataset there alsatémeserieshat containeéegative measurement
valuescaused by malfunctionS@/ N/ e performed the following cleaning operations.

o We removttheserieshatcontained measuremearg®fegative values (very small
negative values pis@aaed but were considered as benign measurement noise)

0 We removéitheserieg10 in totathat had more thaA0D2measuremewtsich
would correspond to more than 500 days included inThelyhoashgddrwas put
by observing the distmbat the number of measurements for the sdeEE®f time
and identifying a concentration of outliers for >12,000 measurements.

1 Outliersrinally, we removed the following outliers from the dataset:

o Timeserieshat had very largeéiposialues (9D, liters/hour). These may correspond
to water leak incidents or users with excessive consumption behaviors.

o We removed households that had zero consumption foofnbeeetblas dfatlhe
yeafe.g. country houses, unrented apartments)

Figur@presents day and a weeksaimpleaneseries of one houselfiteldthe preprocessing and
cleaning of the dat&getnote that the insights wehanovideen extracted from examining the
complete set of availableetise and can be generalized. In the following, we present them
timeseries of one household as an example. In this exampl®, blees®rappezgraened

patterm e consumption is low at night and is followed by some spikes in comsumnption, u:
three during the day. There is also significant noise that affects both the height and the
spikes in time.
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FiguBeA day fileand a week (right) of hourly water consumption of an individual household

In Figur®, wecansee the histogram of the water consumptabovieartipdéimeseriesWe
observihat consumption fodwavy tailed distribwtiodh suggests the exi$tendeers in the
values. This is a factor thatgmifijbantly affteeteffectivenesedfin machine learning algorithms

(e.g. abgithms that use squared loss functions, which would lead to excessively large errc
values)
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Consumption (Litres)

FiguBHistogram of individual household SWM consumptions

Next, we can seeatlh@orrelogram of the sammeeres which shows the correlation of each
measurement with its previous. There is a relatively large correlation between each meast
previous one, which is one hour before. Also, there is a clear sign of seasonal structure. T
daly and weekly as seen by the increased values around 24 and 168. The correlation is ge
well above the statistically significant level, because of the large,30fenoédberdatan(sB

The relatively small correlatioggin@isa) is the main challenge of this kihenofsgasdfects

both the magnitude of the water consumption as well as the time of its occurrence, which m
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Figué®Autoorrelogram of individual househsidhBidkis
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3.2.3AggreghtstoricdWM data

The third dataset consists of ammsglesorresponding to the aggregate consumption of
individual consumpinoeseriepresented in the previous suldsestoarived by considering the
aggrede hourly consumption of all S8¢ketsnod the dataset described B B2atdnforming

a single aggregateséines. However, we consider it as separate case, in order to demonstrat
difference in the effectiveness of state ofsteesranalgsis algorithms when applied on individ
and on aggregate tai@se SecBod. )

Thidimeseriess fairly regular and follows a predictable pattefRigasdske@specially on the
right sufigure, where similar daily consumption patterns cami bis id@ppiéiesl because, as more
timeserieof individual consungpaien added, the random noise cancels otitnaseriése
converges to its average behavior. By aiduéagrimsites effect is increased and the aggregat
timeseriebecomes even more regular.

12000

E _ /év\& g T2 o B sl oaf da Tﬁ& f%
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Figuig A day (left) and a week (right) of hourly whiggregatertptissehold consumptions

In the histogramFigfurel2 we see that the data expectedly seem to come from a mixt
distributions, one of them bemmgah (centered aroufABBs case).
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0

FiguleHistogram of aggregate household SWM consumptions

From the awtmrrelogramFoguré3 we can see that there is very large correlation between eac
and its previous ones. The periodicity of the correlations suggests the existence of da
seasonality. It anvknfrom the literdflaglQhat there also exists yearly seasonality in this kin
data (see also the analysis i n R& whacmwe3d. 4
cannot observe currently because we only havebnigamgereants.
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FigusAutoorrelogram of aggregate household SWM data

3.3Evaluation of state of the art Forecasting algoritt

In this section, we present the comparative evaluation we performed orgaakprrgbmsé forecas
on the three different consumption datasets, describeli2if 3S2@ams3.2.3 In our
experiments, we assessed the forecasting precision of each algorithm on each of the
Specifically, depewnditige dataset, in this evaluation we consider two forecasting settings:

(a) forecast the hourly consumption of the next daseresenf ttmesumptions are
availablghistorical SWM date)

(b) forecast the consumption of the next consumption event (when sequences of
events without timestamps are aapbio historical shower data).

Further, we implemented twot faigforithms #tegmpb capture distinct consampatterns and
exploit them for forecasting. We included these two proposed algorithms in the experimer
showcasing that a method that considers conswsephionupaéréonm state of the art forecasting
algorithms on water consudgitio

This study did not aim to perform an exhaustive evaluation and comparison on every avai
the literature, since this is out of the scope of our work. Contrary, we aimed on obtaining m
findings on the behavior ofdhithials and their shortcomings when executed on water const
data. This was a crucial step before implementing our core work, B2dant8 in Sections

Next, we briefly describe the state of the art forecasting algorithms we evaluated,-along witt
cut methods we proposed, based on auomthiti@pecificities of the data. Then, we present
three experiments we performed, measuring and comparing the next hour forecasting pre
algorithm, on each of the three datasets. Finally, we sum up our findings arghitisights gair
process. This work is also prepeé@®afi@nd the code for the performed evaluation is available
GitHUb

Zhttps://github.com/DAIAD{kheieree/master/jobs/study
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3.3.Ktate of the art algorithms

The evaluated state of the art forecasting algorithms are described next. Most of them wel
existing frameworks/libraries, while some were slightly adapted to fit our setting.

T

LineafAutgRegression (LAR® idea of LARnsodel tlhkensumptiom be predicted as a
linear function of the previnsismptivalues thietimeseriesTls is achieved, in general,

by trying tiad the optimal lifegrerplane that minimizes the distance from the observec
points.

In our evaluation, in order to lifieicteex®oise (ov¥iting) that is always present in the
data, we useégeegressi®is09which aims at manighihe ciieients of the model.

For the implementation of the algorithm we used the linear algebra operations ava
EJMUava library.

Support Vector Machines $8ppM)redtor Machines, isinpdest form is an algorithm for
binary linear cfaesdior[Bis09] Instances are zthilyto features and represented in a
multidimensional feature space. Tdigoeithine triedimd a hyperplane that best separates
two classes of instapamsximizing the distance of the nearest instatess tof thach
separating hyperplane.

In the spécisettingve use as features the pceviswmptioalues tiietimeserieand
take as output a discretized consumptiofrgmmgdg€tonsumption)

The algorithm used was available in‘thaval BISdN .

Support Vector Regressio8UGMR) Vector Regrssarension of SVM used for regression
[SS98]However, instead of searching fdrypdrp&are that best ssparstances of two
classes, it aiménding theimplest hyperplane so that all the points stay figthin a spe
distance fram Intuitively, in two dimensions, it wdiuld the teimplest (IHsstady
changes) line so that all teesfagiwtithin a tube around the line.

In the spécisettinge use desatures the prewionsumptigalues and take as output the
prediction for the next consumption value

The algorithm used was available in“hlerat.SvM

Autoregressive Integrated Moving AverageutQABiIMA¥ineegrated Moving Average
[TaylOf a class of algorithmséseriesorecasting that model the valuerds a linear
combination of the presdtues and the errors of the previous predictions. The seasona
model incorporates seasiomatiation within the model, by taking into account values
the previossasonal cycles. This reggdetisd to perform well on datased® thiatéed

by seasonal patterns

The algorithm used was available in tpadbageast R language.

Exponential Smoothing (Exp. Empmibhtial Smoothingther@aolass of algorithms used for
timeseriesforecastinGar06] It composdmetimeseriesrom three parts: level, trend and

Shttp://ejml.org/wiki/
“https://www.csie.ntu.edu.tw/~cjlin/libsvm/
Shttps://cranproject.org/web/packages/forecast/
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seasonality. The level is tfetlpdirheserieshat is considered locally constant, the trend
the expectattrease or decrease between subsequemss cosdriredi seasonality is the
dependence from the value dfcapspeicius moment (e.ghsanpaous day). Each part

is estimated as a weighted average based onobserpegioosgsoftimeserigswith
weights that fade exponestihdy mowemore distant observations.

The algorithm used was available in tpadkageast R.

1 Artiicial Neural Network (ANd)al NeuraltiNerk are cqased of layers of nodes, at each
of which the output is a linear combthatiopuwt passedutth an activation function
[BisO9]Thdirst layer takes as ihpwtxplanatory variables. Each layer feeds the next on
the ladtiyer givese dependent variable. The number of layers, the number the nodes
layer, the activation function and hme asgdritor training are pasaofethe model. The
most popular training algorithm is backpropagkpropagatistarting from the output,
the error is propagated backiwaadd node according to the partial derivative of the
function and thodficients are adjusted to mittimerror

The algorithm used was available in thpackagénet R.

3.3.2Rroposed algorithms

The following two algorithms were proposedoblyassc/émst versi®ased on our intuitions of
handling the forecasting problem using discrete historical patterns identified in-the cons
series.

Sequential Region (SRY considering the characteristics of the aforementioned state of art ¢
and the available water consumption datasets, we attempteectr dieweltdpraftirsvater short
term consumption forecasting (eithsedagiam sequences of consumption events).

InFiguré4below, we see an example of a sequence of shower water consumptions. We ca
existence of three clokesgs of water consumption (of high, medium and low consumption a:
by the horizontal limbasg)classes are idebijifipdlyingkaneans clustedlyprithfiBis09%n the

volume of all consumption events. Each class may reprasgmeaoflifiensumption, perhaps
taken by a different person in the household or for a different occasion. Further, we can s¢
of some patterns in the sequence. For example, a consumption of the higher class is ne
another ooéthe same class.

Shttps://cranproject.org/web/packages/neuralnet/
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Figue!Example of shower water consumption sequence

Motivated by the above observations, cdwenpatgmotém that discretizes the consumption and t
models the patterns in the subsequences of the discretized sequence. The problem is def
first discretize the data and then, given the classesbaiotinsupretvoousventsicptad class

of the next consumption event along with an exact prediction value. Intuitively, the symbol
occurred most times, giyeprélveous symbols, is the most likely to occur again. To calculate
count the occurrenabfsebsequence df size

More formally, we define a mapping dat& €isichurexed by a subsequencéd of sizé

returns an integer. The elem@nusuonf the occurrences of subsequences. We count all
subsequences in the tragtify scanning theséres and provide as prediction the value th
corresponds to the most probable of the available subsequences. For subsequences that
observed before we give as prediction the most probable symbtl SR thsearaomipdese non
parametric, model, that can learn arbitrary patterns but requires a large sample to be traine

Classed Linear RegressioRa&dR)n the same discretization assumption that we made in the
SR, we also performed tagression on the discrete sequence of the consumptions. In parti
consider the classes of the prewvimisnptions as explanatory variables in the linear mode
indicate the classes, we use indicative variable vectors, e&chvelthoessidreerresponds to a
class, the dimension of the current class is 1 and all other dimensions are 0. Then we apply
as described previously. CLR is a simpled€ljnghigan be trained from a smaller sample.

3.3.&Evaluatiettisg

In our experiments, we aim at measuring the precision of each algorithm in the setting of
timeseries data in order to foredastrtijieconsumption of the Esptedayly for the Amphiro
historical dataset, the settiisgrstdajprecasting thex t event As Ngxtsweaeseribg c
the evaluation measures used, the naive baselines we considered for comparison witl
algorithms and the parameterization of the algorithms.

3.3.3.1. Evaluation measures

As an evaluation measure, we consider Mean Average Percentage Error (MAPE), a widely
assessing the prediction performance of forecasting algorittseseSGiwvad aizentdy a
measured valueyathe respective prediatad in timeMAPE is defined as:

NAIAD

REPORJEQNERABLE 26



o @

a0

Especially for the setting of individual household consumptions, where it is often the case t
has zero consumption in some hours, MAPE measure is problematic, synbechmedenomin:
zero. Thus, for the specific setting, we use aNamaicaedhdean AbsolutéN &), which

is defined as follows:
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wherenean(ig the average valugjof all

3.3.3.2. Baselines

As baselines, we consider the folBRimbgict)primes as prediction the median ofséreesme
(i) BRAwhich provides the value of the previous hBR2whitl{ipyovides the value of the same
time from the previous day.

3.3.3.3. Parameterization
Next, we present the parameterization tintse algorit

1 Parametbicontrols how many of the previous measurements are used as features to
next water consumption. It is used in all algoriohEpexeefpdinoothing. A large
gives more information to the algorithm but fexpnthslarger sample for the training of
the model, depending on the specific moAglpFRoditBeer dataset, we searched for b in
range [1, 9] with step 1. RWMredividual and aggregate datasets, we searched for b i
vdues (1,24,48)16

1 Parametdedetermines the number of classes for the algorithms thamesamiesze the
SR, CLR and SVM. We seakihedrige [1,48] with sfep 4l| datasets.

1 SVM and SVR models use paCaameteBVR additionally epsdenC controls the
regularization of the modepsilabontrols the width of the error insensitive tube. Also
SVM and SVR, a choice of kernel must be made. The kernel controls the transforma
before the model is fitted. We samidtensafor the SVM and SVR empirically. For the s
consumption dataset, we used the polynomi&@-Resraaidyitbr the &8ReE0.001. For
the individual household consumption, we used the lin€a0.keanepsvith).0001.

For th aggregate consumption dataset, we used the polyn@¥iah kemh6l00i1h

1 For ANN, the choice of hidden layers and nodes per layer controls the complexity of
empirically selected: 3 hidden layers of size 5, 3 anfr2thesplectireelgataset and 2
hidden layers of size 10 and 5 for the individual household and aggregate datasets.

1 ForARIMthe cafiguration was (3,0,3){2(mA&RIMAotation) for both individual household
and aggregd&tasettnd Exponential $nmgowvas used with daily and weekly seasonality
and 168 hours respectively).
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3.3.Z&valuation results

Next, wpresent the evaluation r@sulte forecasting precisionstdtdhef the art algorithms
(presented in Se&idrl and two proposed-ctitsapproaches (preser@e8ipiexecuted on the
three datasetsented in (SecBi@and Annéx

3.3.4.1. Amphiro Shower Data

Figuréa5presents the MAPE values of each evaluated algorithm on the Amphiro historical c
only shower events without timestamps are available. We che Seepdbit \tedyased
methodsSVM, SV&hd th8equential Regressitmod we propose achieve better precision than
naive baseline BRO.

The best performance is SVRfof which the polynomial kernel was used. This, along with th
perbrmance of LAR, is consistent with the fact that the linear autocosselamnsdbthe time
which means that there is no linear pattern SR@ed8%tperform a little worse than SVR but

are on the same level. The performance of CLR is better than simple linear regression bu
SRO. This suggests that there is improvement due to the discretization but the linear model
desribe the tirseries. Exp. Smooth and ARIMA, which are usually used forsedats/energy
forecasting, but not of this type of data (missing timestamps), perform particularly poorly a
too. We note that they perform worse thiamethehichstreats the dataset as random and alwz
predicts the median value.
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FigusForecasting performance on Amphiro Showers dataset

3.3.4.2. Individual historical SWM data

Due to the large parameterization space andttmesaofesaoore of the evaluated algorithms (E:
Smooth, ARIMA, ANN)), out of the 1000 households, we focused orsandsifal selyol 2ime
households, thus, we report our experiments on them. As statedsérésreonaistetdnd
hourly measurements of water consumption for a period of one year. In this experiment,
forecasting algorithms on each indiwdualstseparately and we aggregated the forecasting ¢
on all tirrseries.

InFigur&6we can see the performance of the algorithms in terms of NAE Bb& atfor is
algorithms ex@¥Rwhich is a poor performance. This can be parthejtastifidchbbthe mean
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value of the tiseeies, which is at the denominator of the metric, is low and that results to big
the relative error. Nevertheless, the performance compared to the baselines is disappoir
performance conms BVR and is only 20% better than that SR®&hgviidtween them. All
other algorithms arse performdnaceBR1. This is probably due to the fact-seateshedime
not follow some simple analytical model. However, thers itieyt banpb&tecaptured by a more
complex, ddaraven analysis, like that of SRO.
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FigutForecasting performance on individualsenissimption time

The above indicate a possible direction for improvement of forecasting on the specific date
model that reliepast consumption p@#dres than plain consumption values) can lead to a b
performing algorithm. Moreover, itgimgytspecific recurring patterns by inspeesewgethe time
seems to be more suitable for this kind of data, than trying to identify an analytical model.
are realized in the Pattern Forecasting model we implemented, iwldebti8rdescribe

Finally, motivated by the low precision of the evaluated algorithms, and by examining the
the timseries through time andetisign of training forecasting models on different parts o
historical tirseries data, we observed that the model of -senesahatmes through time
something which negatively affects the performance of the algorithmef shrecentteltraining
remains fixed. These findings motivated us into implementing an algorithm (Iterative Trainit
identifies changes in the model cbéhesimed exploits them to increase the forecasting precis
presented in Se&tidn

3.3.4.3. Aggregate historical SWM data

For the third experimengggregated the consumpiseniésngom all households into-one time
series and evaluated consumption forecasting on this singseri@ggregate time

In Figurd7 we can see the performance of the algorithms on the aggregate data. The pe
relatively good and much better than in the previous setting. This was expected because c
seasonal patterns of theetiem® The best panficemcomes fromANMNSVRINndLARire the

second and third best approaches, respectively. The good performance of LAR was expect
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high linear autocorrefatientinseries. However, we would expect more sophisticated algorith
ARIMA and Exp Smooth to outperform LAR which did not happen. This could be attributed
high noise of the -siemees, which is explained by the fact that it aggregates only 121 i
consumption tseeies. In the literature, ribvs eeported for the same algorithms on energ
consumption datasets for one step ahead prediction are%everhbwatasets in those cases are
aggregates of much larger samples and, thus, even more regutarieAlsof #reergme
consunipn tend to be more canonical.
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Figutg'Forecasting performance on aggregatesetesumption time

3.3.9nsights and discussion

From the analysis of the data and the evaluation of the results we reached gesighds conclus
that gave us the motivation for the algorithms we devel@péah Fections

1 The performance of state of the art forecasting models is (as expected) good for ac
consumption tseeies. However, it is lacking for forecasting shower consumption e\
water consumptiondéries for an imdial household.

1 The main challenge on analyzing the individual historical SWM dataset is the exis
noise, in the volume of water consumption, as well as in the time of water consum
timeshifts of consumption events throughddifégrerhis makes the modeling of the tim
series difficult. To address this, we propose to move the modelling to a higher level
that of human activity inside the day. In order to achieve that, we propose to cap
patterns afctivity inside the day (i.e. the morning activity, the afternoon activity et
patterns may define qualitatively different kinds of days and provide information that
forecasting of the-gemes. To this end, we implemermnitlam &hgo jointly identifies
patterns and forecasts consumptions, the Pattern Forecasting algorithi®.described in

1 Another challenge identifiednohuildeial household SWM consumption data is the chanc
the underlying model of theetiee These may be caused due to abrupt changes i
schedule of the household members and influence the performance of the forecastil
order to imgve the forecasting, we need to identify those changes and modify th
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accordingly. To this end, we implement the Iterative Training Method for models cha
and forecasting, described iB&ection

3.4Pattern Forecasting (PF)

In this section, we present the model we have gjewtlppddntdlying consumption patterns &
forecastingnsumptiamn water consumptiorsdrmee of individual households. With respect
forecasting, we focus on short term forecasting, i.e.Houelyasanguthption of the Trext day
presented algorithm (Pattern Fagdtasimthe evolutior dirskut methods that were proposed
in Sectidn3.and evaluated in S&8d@namely SR and CLR methods. The idea of pattern fore
is tdirst identaftyd analyaxurring pattertisn several days and thdoregatieir appearance

in the days to come. The method is based on idemrtttywity digteesed on the consumption
levels and the time of the day they occur. The code for the implemented algorithm is availak

3.4.Pattern recognition

By studying the SWMeirme of individual households we have observedéntaithpaet s ref

the day where patterns of water consumption appear, that may correspond to daily househa
example, in tHguré8below, wecanes a househol dAs water consu
of significant water consumption (highlighted in red), one early in the morning, one around
in the afternoon.

Consumption (Litres)

o 1 o1z 13 1 15 18 1
Hour of day

Figus8Example of daily constaption p

The above example represents a usual daily consumption pattern, recorded in many house
several other types of, less usual, daily patterns are also recorded, indicating divergences
consumptionsFiguré9 we can see several examples of days, from a single household, den

different patterns.

"https://github.com/DAIAD{kheieree/master/jobs/pateeecasting
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Figud® Different types adrdailyptions,, measured by SWMs

We observe that the consumption does not change for each hour independently. Instead, tl
of higlkonsumption th@aén several hours and usually appear at specific parts of the day. In
there are tweriods of high consumption (first row), while in others there are three (mid
However, there are also days where consumption is more unusual (bottom row) and are not
days. We make the hypothesis that different patteays wvephedscreately different activities for
the household (i.e. a day off work, a rainy day etc.). There may also be recurring exter
influence consumption, like weather, sport events, market hours etc.

As we observed in the examplasootéiineres, the consumption usually appears in formations
gradual changes that last a few hours. We call these formations patterns.

Specificallye define apatterma part of the time series of tbendartyption, whtahts when the

caoasumption exceeds a predefined threshold and ends when the consumption falls bel
threshold.
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The occurrence of pattesmotdbappen randomly throughout the day, instead they usually ag
specific time intervals (e:30:0®0On theming, 20:2R:00 in the evening), which we call activit
zones.

Anactivitponeis defined amn interval in the day where patterns appear for many days of tl
(according to a selected threshold)

The exact way in which the patterns amy tmwnestare calculated is descritbedugéxt
Algorithm 1 for obtaining activity zones. As input we have the consumption measurements
our specific dataset case, 24 consumption measurements per day). We scan éais.day to de
We consider that a pattern starts when the consumption excAedsl @riisestitdd the
consumption falls below said threshold. It is often the case that a new pattern starts before
has finished. In this case, if the oansetmgten two peaks has fallen at bel®@mwfatliactor
consumption of the peaks, we break the pattern in two parts. This process corresponds to .
1.

Algorithm 1: Obtain Activity Zones
Data: TimeSenes T's
Result: AcuvityZones Zones
1 Potterns = ldentifySignificantPattems ForEachDay(T's)
2 N=ldentufyNumberOfPatters PerDay( Patterns)
3 Hours = CountPatternPeaksPerHourOMDay ( Pattern s)
4 Zomes =)
5 for i from 1 to N do
& FPeal=SelectHourWithMaxPattemsi I our s)
7 Zome=FindZoneAboveThreshold( H our s Peal)
% AddNewZonel £ ones, Zone)
9 RemoveZone FromHours) I our 5)
w end

FigugdPattern Forecastiogthm 1

Each pattern is characterized by its total consumption. Also,cnteedbepestideninad as the
weighted average of all the hours of the duration of the pattern, with the hourly consumptior

Next, we identify the acti\gtyToode so, we consider only the patterns that make 3for more
of the daily consumption. We count the number of patterns of each day (Algorithm 1, line :
the maximum number of patternpsrtdayminimum integer foDwathhe days have more
patterns. Thus, we exclude possible outliers that may have many patterns.

Then, we count the pattern centers that occurred for each hour of the day across all days (
3). We also consider a thiesheldtart at boair with the most centers (Algorithm 1, line 6) a
move to next and previous hours until the occurring cektekfgdaithbelawlineTh)s is
considered an activity zone. After identifying an activity zone, we store iteaddtaeimove it f
order to identify the next (Algorithm 1, lines 8,@tinés repeat

After those steps are performed, we have gathered a setdof abfipityzores Each
activity zone is characterized by its stari@mndgs endinim& £ . Also for each activity zone
we define a thresthidltht we use to evaluate whether there is significant water consumptic
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activity zone. In order to calewdagstimate the distribution of the value of total watemconsumg
@ and then search for two discrete peaks in the distribution, one near 0 and one in some
Then, we sebdke point where the distribution is the lowest between those two peaks (Algor
1).

Algorithm 2: Train Model for Activity Zones Prediction

Data: TimeSeres T's, ActvityZones Zones
Result: ModelForActivityZones M odel
Thresh = FindThresholdsForActivityi s, Zones)
ActT's = ObtainActivity TimeSenes( T hresh,Ts)
Muodel = InitEmptyModel()
forall the ActivitnZones Az £ Zones do
Act Model = TrainModelFor Activityi ActT's, Az)
AddToModel{ Act Model, Model)
end

I T T T

FiguBd Pattern Forecasitiogthm 2

3.4.Forecasting

Forecasting is performed in two parts. First, an array of Support Vector Regression (SVR) n
obtain forecasts for every hour of the next day. Then a probabilisticadmtehes ardedtyo
zones of the next day. Finally, the predictions of the SVR models are modified according t
for the activity zones.

The SVR array contains 24 SVR models, one for each hour of the day. The featdres for ec
values for the hourly water consumption of the previous day and an indicator vector for th
The target variable for egsht&v/ddnsumption for timg. Kftytraining the SVRs using historica
values we can obtain a forébas24drours of the next day.

In order to predict the activity zones for the next day we build a probabilistic model f
consumption in the activity zones. Leflmacdkepdagented by a Udofosize 24 with
representing theewaonsumption for'finWe have a serieslafsy ™ M g Mg By using

the set of activity zones we transfor® eémch \daywrof size @presenting whether there is
significant activity in each activity zone (Iéikm)rﬁhhhf 2he total consumption inside the activ
zoney exceeds a thresholtis considered significant apdelse T

. &%
oo o> &,
ig= Q;;‘;;u% .1 a6 (1)
I't0, Q&
v Giad oy

In this way we obtain $eriem h» 8 hme . Then, using, we bild a model that calcuhetes
probability that there will be significant activity in each aclvifybyogivexi tag state of the
activity zones of(gdgorithm 2, lines 5,6):

Nlg@ig=1 lgled,lqg
A ioie8 ig
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We estimate the probabilities of the above fraction directlpdyreoceginthéhevents in the
dataset. Essentially we count, from the days that had simil& Hmhdweguendpayhere was a
significant activity in each activity zone in the next day.

Because we have a relatively small sample @ir@65tdagrsyiththe problem of dimensionality, w
also calculate the probability of Equation (2) by assuming that the states of the acti
conditionally independent, which results to the Naive[Ra98$ classifier

Nia1g=1B%N1014=1ig

Niagig=1lgle8,iqg)= £5 (3)
@1l '@
Again we calculatecdhditional probabilities by counting the occurrences in the dataset.
ni pi A 8Hh ™, we predict that p, elsé mt(Algorithm 3, line 1).

After we have a prediction fowe modify the prediction &Reed® the hoursifromd to
Q& to match this prediction (Algorithm 3, line 2).

Algorithm 3: Forecast Water Consumption
Daia: BaselineSviForecast Svr Pred, TimeSeres T's,
ModelForActviyZones Model
Resuli: Prediction Pred
1 AzPred = ForecastActivityZonesi Model T's)
2 Pred = ModifySviPrediction] Svr Pred, Az Pred)

Figug2Pattern Forecastipgthm 3

Specifically, from the Faluehnt the SVR predicts we calculate if there is significant activity
activity zone, in the way described in Equation (1). Then, foaedduagivhplmtsec model
predicts that mand the SVR pradicts pwe seé@ nh o i Q Q8 .

3.4.Evaluation

We evaluate the results of Pattern Forecasting algorithm in twacasmpastsof (a)yettieting
whether there wiB s i gni fi cant a andi(b) the NMAE rofethieggaA § d a y #
timeseries forec&@sicuracy is a classification metric which measures how many of the in:
correctly classified, as a fraction of the total instances. For our evaluation, we used the indi
SWM dataset as descrileedior8 2.2 which contained 800 transformed and cteaire=d WWee

used the first 240 days of the year as training set and the followin§hkE26 asitesteafsets
used for each SVR was the hourly consumption of the previous day and the day of week.

As far as parameterization is concerned, we experimented as follows.

1 For the SVR array we performed a different optimization for eachngeuséhbkel. Th
search wasT fp 1 with multiplicative step of CanfdepsilotwWe experimented with
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linear, polynomial and RBF kernels. We do not present the exhaustive list of
combinations, since they consist of approximatelgr2@@i® psrarneth are stored in files.

1 ThePRatterrForecastiafgorithm has several parameters that are used in order to iden
patterns and the activityB®loesie present the configuration for each parameter, using
notation &ectiod.4.1

Parameter Value

A 10% * mean consumption of the day

B 50% * peak consumption of the pattern

F 8%

D 0%

E Mean value of pattern centres thahouacur p:

TablePattern Forecasting Parameterization

The results, showigune3 are the average results for all exaiménied:time
1 1
0.95 0.95

0.9 0.9

0.85

0.8

- N
0.7

Pattern Forecasting SVR Pattern Forecasting SVR

o
=]
@

Accuracy
MNMAE

>4
=)

L
)
a

e
~

Rgurg3Accuracy (left) and NMAE (right) comparison

We can see that Pattern Forecasting provides a 10% increase in Accuracy of predicting
(88% over 78%) compared to the SVR. The decrease in NMAE is also considerable (84%
results are statistically significaivialwethelow the 0.01 threshold, measured by a paired san
permutation test.

From theboveesults we can conclude that there are, in fact, discretérpestzreshat the
algorithm captures. By forecasting those discrete patterrahlevéohsigaibeamtly improve the
timeserieforecasting. However, the rmeptoviersof accurassemgreater that gaernn terms

of continuous value forecast. This subggestsptiobablgom for improvement in the process that
trankbormghe discrete forecast BfFalhgorithamto continuous value forecast. Another direction 1
improvement for Ralgorithm is to implement additional evaluation methods for the activ
identification processgvell as identify morevihéactiveactive) states for each activity zone.
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3.5lterative Training Method (ITM)
3.5.1ntroduction

By experimenting on the individual household SWM consumption dataset we have obs
behavior of the Serees may change through time. Those changes can be due to seasonal
happen smoothly throughout the year and can be gie¢dictbdhb art models (e.g. ARIMA,
Exponential Smoothing). However, they can also be random unpredictable changes, either
that are due to changes in the behavior of the household members. For example, a cl
schedule, a taguest arriving etc.

While several state of the art methods {@omtahetegéion approaches) examine the distributior
the timserieBGus0Qjr therainingesidual errors of an alg@itilio identify changes and relate
them to theaclge of the model, we claim that this is not always sufficient. Take, for exam
graphs &figur@4 The top graph presents the distribution obnsem@ien of a household for
one year. We can identify a slightly increasing trend, as well as a few outlier consumptic
graph presents the correlation of nex-t day/
This graph infer u s t hat , for di fferent peri ods t
consumpti on t o previous consumptions (1 n t
significantly. Tlibsengaen the model of the consumption behavieflaceedain the top graph
(distribution of the-serges). This indicates thagtimg where we want to foreexstvidlaes

of theimeseries, if we include all the historical obsetlhaticaisimgt of tHerecastingpdel,
chagesin the behavior of the time series will, generally, increase the forecasting error of the
we argue that there is a point in time prior to which including samples in the training set of t
to an increase in the error. Wihidgdiat apoint of change

. o 8°
n — o
2 o = . o 5 (%_) &
55 . o eege| ¥ adll B
= o o
g . g o” o Co o0 9o, o @ %g B 2 %% .
0 o - ¢} & ~d O b%b @y C}?) Q
£ 7| 9 0% g@ @So om0 8 2 Oé.@
s %‘%@O@ ¥ 28575, o o8 0 & 5 &
| ot gt B s o G < ?
é S 00@8;0 o @R Q% o §
o - c):ﬁ g g. n W
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0 50 100 150 200 250 300 350 0 50 100 150 200 250 300
Time (Days) Time {Days)

Figugst (eff Water consumption of a household through a year
(fight Correl ation between consumption at 7:00 am an

As stated above, unpredictable changes influence the modsésiesddréaasing and can
hinder their performance. This issue is usually addressed by pagities,ingitige chraage
point detectiphD15pr timeseries segmentd&@09algorithms, and fitting the machine learning
model in each part separately. The first problem with several of these approaches (as state
above) is that they only consider changes in the distribtdesre®fatite nohenntaehine
learning model that is trained on it. A second shortcoming of existing doatbbdsldsetbat the
the generalization error of the model that is, gmengusebihéiyteld not evaluate the performance
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the model out of itsngpsample. This means they do not take into account all the effects that
in the tirreeries has to the forecasting error of the model.

To address this issue, we developed an aldtetttiveditathing Methodh@T Martitions the
timeseries to tpeint of chathgé is optimal in terms of generalization error of the model. The al
achieves this through the use of an iterative training process and a validation set.

3.5.2Zl’he ITM algorithm

In order to identify the optimal pbartgef thégorithm considers a training datase&hef past
serie®bservations and a machine learning model that is to be trained on the dataset. It
recenpoint in time, and scans timeseriebackwards in order to idemtifgtohical point,

where significachange the timseriess detected. The change is detected by examining the var
in the error of the model, while adding previous samples inTtialgainhpegsolates the
subtimesereso B0 and provides only this specific part as training input for the machine
model to be traimMdzkt we describe the algorithm in more detail.

We considaneseries), of water consum@doonyhich we have measurementscujprémthiene

tggo whp  Q o ,wher&s the index of time. Fab @achave a vector of associated features

e.. We use as training features the water consumption of the previous 24 hourSrand the da)

e and« . we form the tupléwd that we denosé . Then, we have a set of observed tuples:
O={ e,09l Q ¢

which is our ds¢d From the datawe select a validatiOn setefo B & "Q 0 hof

siz& . We also select an initial tral@ing set efto O ¢ & Q o & , of size.

Then we iteratively perform the following process (Algorithm 4): pdcthaqi@evioud daa

a model & ; Calculate the err@r.on

Algorithm 4: Obtain sequential emors

Data: dataset D, parameters n,, 1y
Result: sequences of emror B K,

1 Dy = eyl b —my —my < i <t —mny}
Do = {lm, gl t —mn, <1 <t}

2 for i fromt—mn, —n tol do

3 Dyine — D U (900

¥ 87 +— TrainModel { Dypgin )

5 e; + Mean Absolute Evror{d? D, 1)

& end

FigueSModel Change Deimptivinm 4
After this process is performed, we have a sequenceppéamdrtrereatess vaHies
F= (o 8 e -]
= [TE8 . T ey ¢,
Using the sequences ofpanaig, we want to identify a point with sigmpficaement in the

error, if such a point exists. The improvement is considereggiwbichpeorsesptmnds to using
the entire dataset for the training of the model. The significance of the improvement is me
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statistical sigmficee t e st . Un our i mp-TestrfBCA2A] @ltgarithm 5, lirve &)
or, alternatively, an empirical test, that we developed by experimenting with the individl
consumption dataset. In the empirical test, we cooseeeth®jgprsignificant, if it is above a
certain percentage (e.g.®%) of

FiguBsModel Change Defdgtioithm 5

The threshold of statistical significance in the tests is controlleth oy deaaveidr false
positive results, that are known to occur in cases of multiple statistical sig{icaimgeaests, we
sliding window of lengtid, each time, compare only the point with the median error inside th
window g (Algorithm 5, line 4). This way we avoid outliers and spurious results. If severa
statistically significant improverggnarevéound, we select the one with the minimum error. /
identifying the point with the optimal errotheestsetexft the training set that this error correspot
to as the optimal point of change.

Our algorithm works on top of several machine learning models and optimizes their training
into account the forecasting error of the mddk.thdtweohave used in our implementations &
the Support Vector Regression modelNtterégasaiczed Linear fAbd&aNnd the Artificial

Neural Network model. Our work on this problem is also presented in a manuscript under
international conference [@G® e code for the implemented algorithm is avaifable on GitHut

3.5.Fvaluation

We evaluate our algorithm, 4TM, assessing i

For our evaluation, we used the individual historical SWM dataset as 8&gndedhin Secti
contained 800 transformed and cles@edstimmbe training features used for each SVR was the
consumption of the previous day and the day of week.

We consider three baselines.

1 Baseline 1 (BlsBs the entire dataset for training the model.

8https://github.com/DAIAD{kheieree/master/jobs/mohizhge
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