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1 INTRODUCTION 
 

This  report  provides an overview of the  technica l  character ist ics and 

funct ional i ty  of de l iverable  D3.2  “Scalable  mapping” .  Its purpose is to  

prov ide a  short  int roduct ion to the  software  developed and present  the  

major funct ional i t ies and improvements intr oduced by  the Publ icaMundi  

project .  

 

The reader  is  encouraged to v is it  the  software’s  repository 

(https://github.com/Publ icaMundi )  to receive:  

  Up-to-date  versions of  the  software,  a long with documentat ion 

targeted to  developers  

  Deta i led information regarding al l  deve lopment effort  (commits ,  

act iv i ty ,  issues)  

  Inst ruct ions regarding the  instal lat ion of  the  software  and i ts  

dependencies  

 

 

 

  

https://github.com/PublicaMundi
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2 GEOSPATIAL ANALYTICS 
 

2.1 DESCRIPTION OF TASK 
 
The aim of  this  task  was to provid e  granular  geospat ia l  analyt ics to  CKAN 

that  can shed l ight  on the  actual  use  of the  geospat ia l  serv ices and data  

that  is  being accessed.  A  design document has been prepared to  detai l  the  

funct ional i ty  of  this  component  and how the services wi l l  access and  make  

fu l l  use  of  this  analyt ics.  In  addit ion ,  a  col lect ion of analyt ics to  be kept ,  

analyzed,  and presented to  system administ rators has been performed.  

Further ,  our review of current  ana lyt ic services/software  has highl ighted the  

extremely  l imited offer i ngs of  usage analyt ics for  web mapping frameworks.  

As a result ,  we deve loped the  geospat ia l  analyt ics component  as a reusable  

software/service,  suitable  not  only for Publ icaMundi ,  but  a lso for several  

other  OGC-based services.  

Col lect ing stat ist ics about  the usage of  the offered serv ices is an important  

aspect  of the  project ,  as i t  offers  insights regarding possible  opt imizat ions.  

Speci f ical ly ,  e f f ic ient  a l locat ion of  resources,  needed for achieving a high 

degree  of  scalabi l i ty ,  as wel l  as intern al  opt imizat ions of  lower  leve l  

components -  such as the  data  processors in  Publ icamundi  – benefit  f rom 

an analyt ics module  capable  of  ident ify ing and maintaining informat ion 

about  the  services that  are  accessed,  as wel l  as the  access patterns on the  

targeted datasets.   

2.2 DESCRIPTION OF WORK 
 
The work done for  implement ing the  analyt ics module  consisted in bui lding  

four components:  

  A parser  component ,  which reads periodical ly  informat ion about  the  

incoming requests f rom the log f i les generated by the proxy module  

(HAProxy server) .  The parser  offers  a  f ramework  for  

programmat ical ly  defining methods of ext ract ing re levant  data.  A set  

of  methods for ext ract ing current ly  re levant  data  ( accessed serv ice,  

accessed datasets  and the  targeted area  of  the  datasets )  has been 

already implemented,  whi le  further ext ract ion methods can be  easi ly  

implemented in  the  future ,  in  case more informat ion becomes 

relevant  for  opt imizat ions ( e.g.  semantic ana lysis  of  the operat ions  

appl ied  on datasets  could  be  done ) .  The parser passes the ext racted 

informat ion to  the  next  component.   
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  An informat ion maintenance component  which receives new data from 

the parser and merges i t  with  the previously  acqui red data.  Each  

pars ing step generates a  new entry in  a relat ional  database table  

designated to store  al l  stat ist ics.  At  the same t ime,  targeted 

aggregated v iews -  one for  each d isplay widget  and API component -  

of  the  informat ion are  kept  separately ,  to  provide  a  quick response to 

the  requestors.  For example,  during a  day severa l  parsing step s are  

executed.  For count ing the number  of coverages /  layers that  have 

been accessed during that  day,  a  separate  v iew (which is  updated at  

each parsing step) is  used.   

  A web-based d isplay for  the  harvested informat ion ,  consist ing graph-

based widgets for  dis playing service access information over  t ime ,  

and map-based widgets,  d isplaying the most access ed areas of the  

hosted datasets  colored according to thei r  respect ive  access 

frequency.  For  example,  Figure 1  shows a  graph widget  d isplaying the  

access counts of W*S services,  Figure 2 shows a  widget  d isplaying 

the  most  accessed areas in  the hosted datasets,  F igure  3  shows a  

widget  display ing the  most  accessed coverages/layers ,  with  date  

f i l ter ing capabi l i t ies ,  whi le  Figure  4  shows a  widget  displaying the  

access stat ist ics to  coverage c0001,  by  band.  

  An externa l  API ,  through which other  services can access the 

informat ion maintained by  the analyt ics module.  Methods are  

avai lable  for  acqui r ing information about  each indiv idua l  serv ice 

access,  each indiv idua l  dataset ,  as wel l  as aggregated informat ion by  

component (e.g.  rasdaman or  Geoserver) .  

 

 
Figure 1: Access counts to W*S services, by date, displayed in a graph widget 
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Figure 2: Map widget displaying the most accessed areas of the hosted datasets 

 

 
Figure 3: Widget displaying the most accessed coverages / layers, with filtering capabilities 

 

 
Figure 4: Widget displaying access statistics by band to coverage c0001 
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3 DEMAND-BASED MAP PROVISION 
 

3.1 DESCRIPTION OF TASK 
 

In this task we aimed at  developing a JavaScript  web mapping f ramework  

for  sca lable ,  on -demand prov is ion of  maps,  which automatical ly  takes into 

account  user-demand,  as monitored through the  geospat ia l  analyt ics 

component.  In  part icular ,  we developed:  a  portal/c l ient  developer  toolkit  

extending OpenLayers/Leaflet ,  au tomatic  product ion of  WMS/WFS/WCS 

service  endpoints for  geospat ia l  data  in  the  catalogue,  automatic 

opt imizat ion techniques for map generat ion ,  dynamic adjustment of  maps to 

cl ient  capabi l i t ies ,  and RESTful  APIs for  serving maps by  mult iple map/t i le  

servers deployed in low cost  v i rtual  machines .  

 

3.2 DESCRIPTION OF WORK 
 
After  extending of  CKAN to store ,  publ ish and manage geospat ia l  datasets 

( through raster  and vector  s torers  -  Tasks 2.2 and 3.1 ) ,  v isual izat ion of  spat ia l  

datasets was a  signif icant  part  of  th is  task ,  st ructure  in  two main 

di rect ions.  F irst ,  the  deve lopment  of  a  uni f ied map component ,  integrated 

into the  CKAN catalog,  to  serve  as a generic  v isual izat ion tool  for  spat ia l  

datasets (with enhanced d iscovery  and download capabi l i t ies ) .  Second,  the  

deve lopment  of a Web Mapping API,  support ing mult iple  plat forms (desktop,  

mobi le ,  tablet )  in  order to  provide  tools  for open data  re -use to developers,  

di rect ly  f rom the  catalogue ’s  API.  

Another important  sub -task was to address sca labi l i ty  and automatic  

deployment issues for  the OGC services,  as automatical ly  exposed from the  

Publ icaMundi  cata log.  For this purpose,  we developed  an automated system 

to deploy  WMS/WFS/WCS service  endpoints in a cloud env ironme nt  and 

performed severa l  sca labi l i ty  enhancements to  the  t i l in g st rategies based 

on analyt ics.  

The developed components are  described in  more detai led in  the fo l lowing 

sect ions.  The Map Cl ient  appl icat ion is  now deployed on geodata .gov.gr  and  

labs.geodata.gov.gr .  Al l  the new datasets that  are  publ i shed through 

geodata.gov.gr  and are ingested f rom vector storer  are  automatical ly  

avai lable  through OGC serv ices and from the Mapping API.  The product ion  

system has the provision to manual ly  spin off  new vi rtual  machines to  

handle increased user demand.  A t  the same t ime,  the  raster server  
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(rasdaman) is  opt imized with t i l ing st rategies based on the analyt ics 

module  that  g ives us insight  on the  part i t ioning st rategies needed for  the 

data based on previous requests on the same coverage types.  For vector 

data ,  the a lready supports  dynamic caching of  requested t i les  with pre - f ixed  

strategy  (disk  quotas per  dataset  per  CRS assigned by  system 

administ rator) .  

 

3.2.1. PublicaMundi Map Component 
 
The Publ icaMundi  Map Cl ient  component  (Figure  5)  is  a  web based 

appl icat ion that  augments the CKAN catalog with advanced mapping 

features not  present  in the  current  spat ia l  extension.  It  is instal led as a 

stand a lone appl icat ion and integrates t ight ly  with any  CKA N catalog 

instal lat ion through the CKAN act ion API.  Moreover ,  the  component  provides  

extended support  for  the Publ icaMundi  Vector Storer and Data API by  

exploit ing the  ext ra  metadata  information and the  query capabi l i t ies  offer ed 

by the  aforementioned extensions respect ive ly .  

The Publ icaMundi  Map Cl ient  a l lows users to browse,  search and prev iew 

CKAN datasets and resources in  a  spat ia l  or iented perspect ive .  The main 

features of the  map appl icat ion include :  

  Browsing spat ia l  re sources organized h ierarchical ly  by group,  

organizat ion and package in a  t ree - l ike st ructure  

  Browsing spat ia l  resources organized h ierarchical ly  by organizat ion ,  

group and package in a tree - l ike  structure  

  Search the  cata log for spat ia l  resources by  using text  and spat ia l  

f i l ter ing (F igures 6  and 7)  

  Dynamical ly  load WMS metadata  from resources and discover  layers  

  Preview one or more  WMS layers,  including layers f rom di f ferent  

datasets  

  Control l ing the  z -order ing of overlapping layers  

  Changing the  opacity  of  each layer  

 

In addit ion to  data previewing,  the  component  offers  integrat ion with the 

Publ icaMundi  Data API  through a  set  of  tools.  The  users,  for  example ,  can 

export  spat ia l  data  that  have been ingested to CKAN by the Vector  Storer.  

The export  process consists  of  two steps.  In it ia l ly ,  the  user draws a polygon 

for  declaring an area  of  interest  (Figure  8).  Then the  Data  API  is  used for  



 
 

 8 
 

select ing the data  from al l  v is ib le  and queryable  layers which ov erlap with  

the  selected polygon .  

 

 
Figure 5: The PublicaMundi Map Client application. Grouping of datasets by topic categories 

 

 
Figure 6: Discovery of datasets through spatial queries - Selection of area 
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Figure 7: Discovery of datasets through spatial queries - Display of results 

 

 
Figure 8: Download part of dataset through Data API integration 

 

3.2.2. Mapping API 
 
The Publ icaMundi  Mapping API  (Figure  9) is  a  simple  JavaScr ipt  API  for  

enabl ing spat ia l  data  v isual izat ion and re -use of  open data  as provided by 
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the Publ icaMundi  catalog.  Some of the key features implemented for  the 

Mapping API include:  

  Support  for  mult iple  p lat forms (desktop,  mobi le ,  tablet ) .  The 

Publ icaMundi  API t r ies to detect  cl ient  and load the appropriate  

framework,  thus supports  dynamic adjustment  of  maps to cl ient  

capabi l i t ies .   

  Supports  dynamic f ramework  loading e.g.  by  using browsing  

detect ion prefer  leaf let  for  devices with smal l  v iewports and  

OpenLayers for  desktop cl ients.  

  Supports  vector  and raster  data  through OGC WMS,  WFS,  WCS 

services,  TMS, map t i le  sources as wel l  as f i le  formats l ike  GeoJSON 

and KML (Figures 10 and 11).  

  Implements l ightweight  class wrappers for  exist ing mapping 

frameworks (OpenLayers,  Leaflet ) .  It  was chosen not  to  implement 

another  mapping l ibrary but  to bui ld on ex ist ing ones.  The goal  was 

to achieve simpl icity  of implementat ion through normal izat ion of  

method cal ls for  most  usable features both frameworks have to  offer  

e.g.  set/get  center ,  set/get  zoom,  show/hide layer.  

  Mapping framework  independence.  Publ icaMundi  Mapping API  

abstracts framework specif ic classes l ike Leaf let ,  OpenLayers.  The 

new API  gets best  features f rom both frameworks e.g.  using ut i l i ty  

stat ic methods l ike map (Leaf let )  but  a lso JSON inl ine configurat ion  

(OpenLayers)  

  Supports CKAN DataStore API and al lows users to preview spat ia l  

data  d irect ly  in  CKAN.  

 
The Mapping API  a lso supports  per - layer  sty l ing in  order  to  better  v is ual ize 

displayed layers.  The supported sty l ing variables are the same as in  Leaflet  

for  simpl icity  and the necessary  transformations for compat ib i l i ty  with 

OpenLayers 3  are  handled by the  l ibrary.   
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Figure 9: Mapping API demonstration; similar results are shown for both Leaflet and OpenLayers JavaScript 
libraries 

 

 

Figure 10: Support of WMS previews in CKAN through PublicaMundi Mapping API 
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Figure 11: Support of WFS previews in CKAN through PublicaMundi Mapping API 

 

3.2.3. Scalability and Optimization 
 
As described in D1.2,  Publ icaMundi  uses the Synnefo Cloud Infrastr ucture  

(and i ts reference implementat ion Okeanos)  as an integrat ion envi ronment  

and management  tool  for  Vi rtual  Machines (VMs).  As part  of  Task 3.3 ,  

severa l  base v i rtual  machines were designed and deployed based on Debian 

GNU/Linux operat ing system, with predefined configurat ions for OGC 

service endpoints.  The configurat ion of such v i rtual  machin es included 

OSGeo servers l ike  rasdaman,  ZOO WPS,  pycsw,  GeoServer  and MapProxy .  

Al l  those services were pre -opt imized for cloud performance.  The v irtual  

machines are avai lable to the  Publ icaMundi  system for automatic  

deployment  of  OGC web services.  Once t he  system administ rator  needs 

extra  CPU/RAM power ,  new v irtual  machines can be  started on the  cloud to 

handle the extra requests.  The product ion software components of the 

product ion system were  deployed into 8  v i rtual  clusters,  with  the  prov is ion 

of  spinn ing up more  v i rtual  machines into each cluster  i f  necessary.  

Moreover ,  insta l lat ion scripts  have been deve loped,  using the  Ansible  

l ibrary ,  so that  creat ion of  base v irtua l  machines is  reproducib le  and 

extendable .  

Besides provision for new vi rtual  machines,  and thus more  servers avai lab le  

for the  Publ icaMundi  system to scale ,  much deve lopment  effort  has focused  

to demand-based map prov is ion ,  explo it ing the  stat ist ics gathered by  the  

analyt ics module ,  but  a lso interna l  st rategies of  the map servers used in the  

system.  
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Speci f ical ly  for  the  rasdaman system and raster  data ,  severa l  heur is t ic  

improvements were deve loped .  One of  these is  the  pyramid levels  

opt imizat ion where for  each ma p layer a set  of  scale levels are precomputed 

and stored in  the database al lowing for  instant  ret r ieval  t ime for  cl ients 

request ing these layers at  specif ic scale factors.  As each WMS request  is  

t ranslated into a  rasql  query  to  retr ieve the  result ing data ,  severa l  

enhancements were made on the t ranslat ion process,  especia l ly  when 

apply ing sty les over  exist ing layers.  The two are now always combined into 

a single  query ,  e l iminat ing the  processing step done on the petascope leve l ,  

thus enhancing the overal l  performance of the system. Furthermore,  as the  

rasdman server  manager was rewr it ten based on a new communicat ion 

protocol ,  we can now support  the  creat ion and destruct ion of  worker  server  

processes on the  f ly ,  del ivering a  more  scalable  approach to resource  

al locat ion.  Last ly ,  the  rasdaman instances in  the c loud are  using a f i le  

based storage that  can map di rect ly  on a  network  f i le  storage,  which is  

inherent ly  scalable ,  avoid ing the  problems of  opt imizing re lat ional  

databases to  support  data  part i t io ning across nodes.  

For the  vector-based services (based on GeoServer) ,  the  MapProxy server 

has been deployed as a  proxy/t i l ing service.  The current  configurat ion 

enables the  automatic  caching of  a l l  t i les  for  a l l  datasets in  product ion and 

supports  the Gre ek Reference System (GGRS 87) as wel l  as Web Mercator 

(EPSG:3857)  and WGS84.  Unt i l  now,  the storage space of the  product ion 

system can easi ly  host  a l l  t i les  for  a l l  datasets publ ished,  but  in  the  future ,  

opt imizat ions based on gathered analyt ics wi l l  be  ap pl ied.  These 

opt imizat ions wi l l  be  locat ion-based s ince MapProxy  can apply  f ine -grained  

contro l  of seeded/cached t i les using PostGIS or  WKT geometries  

 


